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Abstract—In this paper we propose a novel Deep Rein-
forcement Learning (DRL) approach for controlling multiple
Unmanned Aerial Vehicles (UAVs) with the ultimate purpose
of tracking multiple First Responders (FRs) in challenging 3D
environments in the presence of obstacles and occlusions. We
assume that the UAVs receive noisy distance measurements from
the FRs which are of two types i.e., Line of Sight (LoS) and
Non-LoS (NLoS) measurements and which are used by the UAV
agents in order to estimate the state (i.e., position) of the FRs.
Subsequently, the proposed DRL-based controller selects the
optimal joint control actions according to the Cramér-Rao Lower
Bound (CRLB) of the joint measurement likelihood function to
achieve high tracking performance. Specifically, the optimal UAV
control actions are quantified by the proposed reward function
which considers both the CRLB of the entire system and each
UAV’s individual contribution to the system, called global reward
and difference reward, respectively. Since the UAVs take actions
that reduce the CRLB of the entire system, tracking accuracy
is improved by ensuring the reception of high quality LoS
measurements with high probability. Our simulation results show
that the proposed DRL-based UAV controller provides a highly
accurate target tracking solution with a very low run-time cost.

Index Terms—Multi-agent deep reinforcement learning, multi-
target tracking, unmanned aerial vehicle

I. INTRODUCTION

Nowadays, Unmanned Aerial Vehicles (UAVs) have become
a promising technological platform offering high mobility,
flexible deployment, and low cost [1, 2]. Thanks to the
aforementioned advantages, UAVs are widely operated in
various application scenarios such as wireless communication
support [3–5], surveillance [6], delivery [7, 8] and Search
And Rescue (SAR) [9–11]. That said, SAR missions could
be extremely challenging and dangerous. Nowadays, SAR
missions respond to devastations caused by floods, storms,
maritime accidents, earthquakes, hazardous materials releases,
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Fig. 1. An illustration of multiple UAVs system for first responders tracking.
During the SAR mission, multiple UAVs track the first responders in a three-
dimensional environment and receive noisy distance measurements from the
first responders. UAVs adjust their position in order to estimate the state of
first responders accurately.

etc. The first responders (FRs) often face various risky and
dangerous situations, and they are required to work in areas
where public services are unavailable and the infrastructure
is destroyed and disrupted (e.g., during floods with downed
power lines and gas leaks). Motivated by this, we believe
that a team of autonomous mobile agents (e.g., UAVs) could
become an important aid in many SAR missions by accurately
tracking the FRs in the aforementioned challenging conditions.
A robust and accurate multi-UAV tracking system for SAR
missions not only can provide the required level of safety to the
FRs but also allows for better organization and coordination of
the rescue team, thus minimizing the need to place the rescuers
in danger situations.

Various sensors, such as lidars and cameras, are nowadays
mounted on UAVs to enable FRs with comprehensive envi-
ronmental perception and help them successfully complete
their missions. Cameras mounted on UAVs are mainly used
to detect and track people, objects or natural disasters (e.g.,
wildfire, flood, earthquake). Frequently, the target position
is detected and estimated by image processing and deep
learning [12, 13] techniques. UAVs can also be equipped
with RF sensors to provide, Received Signal Strength (RSS),
Round-Trip Time (RTT), and Time of Arrival (TOA) type of
measurements which are combined with filtering techniques to
enable advanced navigation and target localization capabilities
[14–17].
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In this work, we are interested in the control of multiple
UAVs for accurately tracking multiple FRs in the disaster
environment. As illustrated in Fig. 1, we consider a scenario
where a group of UAVs is used to track multiple FRs in the
ground in order to assist the SAR mission. We assume that
the FRs carry id-linked radio transmitters such as Bluetooth or
Ultra-Wideband (UWB) tags. The UAVs receive the FRs radio
transmissions and use this information to accurately localize
them. We assume that the environment comprises of obsta-
cles, occlusions and large structures, thus the measurements
received by the UAVs at any time can be of two types namely
Line of Sight (LoS) and Non-LoS (NLoS) measurements. The
objective of this work is to control the UAV team operating in
the aforementioned challenging conditions in order to provide
optimized tracking of the FRs (i.e., the targets).

The target tracking performance can be quantified by the
Cramér-Rao Lower Bound (CRLB), which is used in estima-
tion theory to derive a lower bound of the variance of an
unbiased estimator. In the localization system analysis, the
CRLB implies that the localization error at a given position is
greater than or equal to X meters given the conditions in the
region of interest, including the number of the signal sources,
the geometry of the RF receiver and the sources, and the
statistical characteristics of the measurements [18]. In other
words, the CRLB becomes larger (i.e., higher localization error
should be expected) when fewer measurements are available to
estimate the FRs position or when the geometry of the UAVs
is not suitable. Hereafter, we intend to combine CRLB with
Deep Reinforcement Learning (DRL) to decide the control
actions of multiple UAVs in order to achieve accurate multi-
target tracking.

Reinforcement Learning (RL) is a type of machine learn-
ing algorithm that considers how agents take decisions in
an environment. By introducing the neural network as a
function approximator in the training stage, DRL overcomes
traditional RL shortcomings with a finite number of states
and actions [19]. Interestingly, there have been several efforts
regarding the application of DRL to multiple UAV systems in
recent years, including network security [20], communication
optimization [21–23], and target tracking and navigation [24–
27]. Motivated by the recent advances in DRL techniques
and applications, in this work we propose a novel control
framework which combines the theory of DRL with the theory
of state estimation through the utilization of CRLB. Specifi-
cally, we design a novel reward function for our DRL-based
framework which in each time-step quantifies the achievable
CRLB according to the applied joint UAV control actions.
That said, through the agent-environment interaction, multiple
UAVs learn an optimal policy that enhances the tracking
performance and maximizes expected cumulative reward. Con-
sequently, the UAVs adjust their trajectories to optimize the
target state estimation by selecting the joint control actions,
which achieve the lower CRLB.

The main contributions of this paper are the following:
• We propose the first DRL-CRLB based framework to

control multiple UAVs in such a way so that multiple FRs
are being optimally tracked in challenging 3D environ-
ments in the presence of both LoS and NLoS conditions.

• We design a novel reward function using the CRLB of
the target state estimator. The total reward is composed
of sub-rewards, which account for the CRLB of the entire
system and the individual contribution of each UAV,
thus enabling the proposed DRL framework to learn the
optimal policy.

• We verify the proposed approach through extensive simu-
lation experiments and compare it with existing solutions.

The rest of this paper is organized as follows. Section II
reviews the related work on UAV control and target tracking.
Section III introduces the background of the Markov Decision
Process (MDP), DRL, and dueling network. Section IV de-
scribes the system model. The CRLB for FRs state estimator is
presented in Section V. Section VI introduces our DRL-based
multiple UAV control system for target tracking. Section VII
presents the simulation results in the performance evaluation.
Finally, Section VIII provides concluding remarks.

II. RELATED WORK

In this section we summarize the most relevant works to the
problem tackled in this paper. Specifically, we discuss the most
recent UAV trajectory optimization and DRL-based techniques
for UAV control, and we briefly summarize the main target
tracking techniques, which have been used in related problems.

In recent years, some works on the trajectory optimization
for the UAV-aided networks have been studied. The authors
of [28, 29] propose a multiple rechargeable UAVs control
technique in order to provide seamless and long-term services
to the ground nodes. In [28], multiple UAVs adjust their
trajectories, transmit power, and the node assignment by
solving the UAVs configuration optimization problem, which
is represented by the nonconvex problem. In [29], multiple
UAVs determine their deployment and charging strategy using
Discrete Particle Swarm Optimization (DPSO) algorithm. The
authors of [30] propose the time-efficient UAV trajectory
optimization techniques to collect traffic data from the roadside
unis. To solve the problem, they introduce meta-heuristic
methods Genetic Algorithm (GA) and harmonic search, and
compare the performance of two methods.

A variety of approaches have been proposed for DRL-
based UAV trajectory control to fit various applications. For
instance, in order to secure the UAV transmitter against
being wiretapped, UAV jammers send jamming signals to
eavesdroppers by adjusting flying direction, transmit power
level, and jamming power level [20]. By exploiting the du-
eling Deep Q-Network (DQN), multiple UAVs adjust their
movement to maximize downlink capacity, covering ground
terminals [21]. In [22, 23], an energy-efficient UAV control
method is proposed. Each of the UAVs selects its flying direc-
tion and distance, considering the communications coverage,
fairness, and connectivity. For the problem of UAVs control
for target tracking and navigation, in [24], authors consider
that persistent target tracking is a challenging task in an urban
environment since a UAV equipped with a camera has a
limited Field of View (FOV). They construct a DQN, called
target following DQN, with finite action space and design
a reward function that considers whether a target is within
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the FOV or not. In [25], a UAV path planning scheme is
proposed for target tracking and obstacle avoidance. Deep
Deterministic Policy Gradient (DDPG) allows a UAV to be
operated in continuous action space by combining DQN with
an actor-critic algorithm, which utilizes two networks (actor-
network and critic-network) to determine the best action and
evaluate the selected action, respectively. The reward function
is designed considering the angle between the UAV and target
and how smooth the UAV trajectory is. In [26, 27], DRL
enables a single UAV to navigate from origin to destination by
continuously controlling the UAVs’ flight distance and direc-
tion. They consider the agent’s state as sensory measurements,
including angle and distance between the UAV’s position and
destination. Whenever a UAV executes the selected action, it
receives a non-sparse reward, which considers the distance
between the UAV and destination/obstacle [26]. On the other
hand, a UAV only receives a sparse reward when it reaches
its destination [27].

Regarding the single target tracking problem, authors in
[15] propose a UAV motion planning algorithm for target’s
state estimation. The Unscented Kalman Filter (UKF) is used
to estimate the target state, while UAV trajectory, including
acceleration and turn rate, is determined by the motion planner.
In [14], an Extended Kalman Filter (EKF)-based target track-
ing technique is proposed. A single UAV estimates a moving
target state and then predicts the optimal trajectory from the
estimated target’s state. In the presence of multiple targets,
recursive Bayesian filtering is used to formulate the multiple
target searching and tracking problem [17]. Multiple UAVs
manage their trajectories for searching and tracking, depending
on whether the target is detected. In [16], the authors exploit
the Gaussian Mixture Probability Hypothesis Density filter to
estimate the number of targets and track target trajectories.
This solution deals with complex environments, where the
number of targets is unknown and varying.

In this work, we address the multiple UAVs control problem
for tracking multiple targets. The proposed DRL-based con-
troller constructs a deep dueling Q-network with continuous
state space and discrete action space and applies a particle
filter to estimate the multiple target states.

III. BACKGROUND

Here, we introduce the background of MDP, DRL, and
dueling network.

A. MDP Formulation

We model the proposed UAV control problem as MDP. An
MDP is defined as a tuple {S,A,P,R, γ} which consists
of five elements, i.e., states, actions, transition probabilities,
rewards, and discount factor. The state in a state space S
should be observable from the environment. The action in an
action space A is determined by the agent’s movement. The
state and action space of MDP can be either continuous or
discrete. In this paper, we consider the state space is continu-
ous, and the action space is discrete. A set of state transition
probability P = {p(sk+1 | sk, ak) | sk, sk+1 ∈ S, ak ∈ A}
is made up of the transition probability p(sk+1 | sk, ak),

which is defined by the distribution of the next state sk+1

given the current state sk and taken action ak. When the
agent takes action ak at the state sk, the agent receives a
reward r(sk, ak) from a set of rewards for all possible state-
action pairs R = {r(sk, ak) | sk ∈ S, ak ∈ A}. The last
element γ ∈ [0, 1] is the discount factor, which indicates the
current value for the reward obtained in the future. A policy
π = p(ak|sk) is a mapping from the agent’s state to action
and gives the probability of selecting a candidate action at the
current state sk [31].

The agent observes its state sk ∈ S from the environment
and takes action ak ∈ A according to policy. The interaction
between agent and environment can be represented by trajec-
tory (s0, a0, r0, s1, a1, r1, . . . ). The cumulative discounted
reward, called return, is given by:

Gk = Rk + γRk+1 + γ2Rk+2 + · · · =
∞∑
τ=0

γτRk+τ . (1)

The value function (state-value function) Vπ(s, a) at state s is
the expected return when the state is s under policy π, and it
is given by:

Vπ(s) = Eπ[Gk | sk = s] = Eπ

[ ∞∑
τ=0

γτRk+τ | sk
]
. (2)

The Q-value function (action-value function) under policy π
is defined as the expected return for taking action a in state
s, and it is represented as follows:

Qπ(s, a) = Eπ[Gk | sk = s, ak = a] (3)

= Eπ

[ ∞∑
τ=0

γτRk+τ | sk, ak
]
. (4)

The value function and Q-value function have a relation-
ship of Vπ(s) = Ea∼π(s)[Qπ(s, a)]. The advantage function
represents the importance of each action, defined by the
value function and Q-value function. The advantage func-
tion subtracts the value function from the Q-value function
Aπ(s, a) = Qπ(s, a) − Vπ(s), and have a relationship of
Ea∼π(s)[Aπ(s, a)] = 0.

B. Deep Reinforcement Learning

The objective of RL is to find an optimal policy π∗ to max-
imize the Q-value function. The optimal Q-value function Q∗

is the maximum expected return achievable from a given state-
action pair, obtained using Bellman’s optimality equation [32]:

Q∗(sk, ak) = arg max
π

E
[∑
τ≥0

γτRk+τ | sk, ak, π
]

= E
[
R+ γmax

ak+1

Q∗(sk+1, ak+1) | sk, ak, π
]
.

(5)

For MDP with a finite number of states and actions, the
optimal Q-value function can be approximated by updating
Q-table iteratively, where rows represent the potential states,
and columns represent actions.

However, the table-based Q learning is difficult to apply to
large-scale problems with continuous state or action because
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of the memory capacity caused by a lot of states and actions.
Likewise, our multiple UAVs control problem cannot be rep-
resented as table-based Q learning because the state space of
multiple UAVs is infinite.

To solve this problem, DRL introduces a deep neural
network Q(sk, ak; θ) to approximate optimal Q-value function,
where the parameter θ is the weights of a neural network,
named Q-network. During DRL training stage, the agent’s
transition (sk, ak, rk, sk+1) is stored into a replay memory
D. To achieve sufficient learning, minibatches are randomly
drawn from the replay memory to adjust Q-network weight
rather than using the batches of consecutive samples. The Q-
network is updated by minimizing the loss function, which is
given by:

Loss(θ) = Esk,ak,rk,sk+1

[
(yk −Q(sk, ak; θ))2

]
, (6)

with

yk = r(sk, ak) + γmaxQ−(sk+1, ak+1; θ−), (7)

where the target value yk is a summation of reward of state-
action pair r(sk, ak) and the maximum discounted Q-value of
the target network Q−, which is parameterized by the weights
of the target network θ−. The weight of the target network θ−

is updated by Q-network θ every N timesteps.

C. Dueling Deep Q-network

In this paper, we utilize a dueling architecture to achieve
robust estimates of Q-value function. The dueling architecture
decouples Fully Connected (FC) layers into two streams
rather than using a single stream of FC layers, i.e., original
deep Q network. In dueling architecture, one stream of FC
layers is a value function estimator V (sk; θ, θβ) that outputs a
scalar, and the other stream is an advantage function estimator
A(sk, ak; θ, θα) that outputs a |A|-dimensional vector. Here,
θα and θβ denote weights of the advantage function estimator
and the value function estimator, respectively. According to the
advantage function definition, these two streams are combined
to calculate the Q-value function, as follows:

Qπ(s, a) = Vπ(s) +Aπ(s, a). (8)

However, Q(sk, ak; θ, θα, θβ) is the only parameterized esti-
mate of the Q-value function. Moreover, it is impossible to
obtain Vπ(s) and Aπ(s, a) uniquely for a given Qπ(s, a). To
solve this issue, we modify the combination of the two streams
to obtain the Q function as follows:

Q(sk, ak; θ, θα, θβ) =

V (sk; θ, θβ) +

(
A(sk, ak; θ, θα)− max

a
′
k∈A

A(sk, a
′

k; θ, θα)

)
.

(9)

Due to the above modification, the advantage function es-
timator A(sk, ak; θ, θα) has zero advantage for the selected
action. Besides, for a∗ = arg maxa′∈AQ(sk, ak; θ, θα, θβ) =
arg maxa′∈AA(sk, ak; θ, θα), we get Q(sk, a

∗
k; θ, θα, θβ) =

V (sk; θ, θβ).

Alternatively, the Q-value function is obtained by replacing
the max operator with an average as follows [33]:

Q(sk, ak; θ, θα, θβ) =

V (sk; θ, θβ) +

(
A(sk, ak; θ, θα)− 1

|A|
∑
a
′
k∈A

A(sk, a
′

k; θ, θα)

)
.

(10)

Hence, the stream V (sk; θ, θβ) of FC layers estimates the
value function, and the other stream A(sk, ak; θ, θα) provides
the estimate of the advantage function.

IV. SYSTEM MODEL

In this section we outline the modeling assumptions used
in the proposed framework. In particular we describe the first
responder dynamic model, UAV dynamic model, and the UAV
sensing model.

A. First Responder Dynamics

We assume that during a SAR mission there are N (where
N is known and fixed) first responders (i.e., targets) on the
ground that need to be tracked. At timestep k, the state vector
of the j-th target is represented by:

xjk = [xj , ẋj , ẍj , yj , ẏj , ÿj , zj , żj , z̈j ]ᵀk, (11)

where xj , yj , zj are Cartesian coordinates of the j-th target
position, ẋj , ẏj , żj denotes the speed of the j-th target along
the x, y, and z direction, and finally ẍj , ÿj , z̈j is the accel-
eration of the j-th target along the x, y, and z direction in
three-dimensional space.

During their operations the FRs encounter sudden and
unexpected changes in their motion patterns. In order to
account for this uncertainty, the dynamic model of the FRs
is composed of a command process vector νk = [νx, νy, νz]

ᵀ
k

and a random acceleration vector bk = [ẍ, ÿ, z̈]ᵀk , where the
total acceleration is ak = νk + bk. The command processes
νx,k, νy,k and νz,k take values from each set of the discrete
acceleration level Lx, Ly and Lz . The command process
vector νk is formulated as a Markov chain with a set of
finite states L = Lx ×Ly ×Lz = {v1, . . . , vL} and transition
probability Lll̄ = p(νk = vl̄ | νk−1 = vl), l, l̄ = {1, . . . , L}.
The transition probability is given by:

Lll̄ =

{
pl, if l = l̄

(1− pl)/(L− 1), if l 6= l̄
, (12)

The first Auto-Regressive (AR) model is adopted to repre-
sent the correlation feature of random acceleration, which is
given by [34]:

bk+1 = αΦbk + ωk, (13)

where αΦ ∈ (0, 1) is the reciprocal of the acceleration time
constant. The random acceleration vector ωk = [ωx, ωy, ωz]

ᵀ
k

is a multivariate normal distribution with ω ∼ N (03×1, σ
2
ωI3),

where I3 is an identity matrix of dimension 3× 3. Hence, the
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Fig. 2. Admissible control actions where UAV is at the origin and Nθ = 6.

dynamics of the j-th FR at timestep k can be expressed by
the following discrete-time system [35]:

xjk = Φxjk−1 + Γννk + Γωωk. (14)

where the matrices Φ, Γν , and Γω are represented as follows:

Φ =

 Φ̃ 03×3 03×3

03×3 Φ̃ 03×3

03×3 03×3 Φ̃

 , Γi =

 Γ̃i 03×1 03×1

03×1 Γ̃i 03×1

03×1 03×1 Γ̃i

 ,
(15)

Φ̃ =

1 ∆k ∆k2/2
0 1 ∆k
0 0 αΦ

 , Γ̃ν =

∆k2/2
∆k
0

 , Γ̃ω =

∆k2/2
∆k
1

 ,
(16)

where the subscript i of the matrix Γ̃i represents ν or ω, 03×1

is a zero matrix of dimension 3×1, and 03×3 is a zero matrix
of dimension 3× 3.

B. UAV Dynamics

We assume that a team of M UAVs operate in the environ-
ment and monitor the FRs. At timestep k, the state vector of
the i-th UAV is represented by ui =

[
uix,u

i
y,u

i
z

]ᵀ
k

. The UAV
dynamics are formulated as:

uik = uik−1 + an = uik−1 +

d cos (n∆θ)
d sin (n∆θ)

0

 , (17)

where d is a constant distance that the UAVs can move at
each timestep k and ∆θ = 2π/Nθ is the unit steering angle.
The action control an, n = {1, . . . , Nθ} denotes the flight
direction along x, y, and z axis. UAVs determine the flight
direction by choosing one action from discrete action space
{a1, a2, . . . , aNθ} ∈ A.

C. UAV Sensing Model

We consider that each UAV is equipped with a range sensor
that measures the distance between the i-th UAV and the j-
th target. UAVs receive distance measurements from ground

targets every timestep. The measurement model is represented
as follows:

yijk = h(cjk,u
i
k) + wijk = ‖cjk − uik‖2 + wijk , (18)

where cj = [xj , yj , zj ]ᵀ is the j-th target position, the function
h
(
cj ,ui

)
is euclidean distance of the i-th UAV, and the j-

th target, and wijk is measurement noise between the i-th
UAV and the j-th target. Due to various obstacles in the
environment, the UAVs receive LoS and NLoS measurements
from targets as shown in Fig. 1. For this reason, we model the
measurement noise wijk as [18, 36]:

wijk ∼
[
λij N (0, σ2

LoS) + (1− λij) N (µNLoS , σ
2
NLoS)

]
,

(19)

where N (0, σ2
LoS) denotes LoS measurement characteristics

i.e., as a Gaussian distribution with zero mean and variance
σ2
LoS andN (µNLoS , σ

2
NLoS) denotes the NLoS measurements

statistical profile i.e., as a Gaussian distribution with mean
µNLoS and variance σ2

NLoS . The measurement noise model is
thus a mixture model of LoS and NLoS components, and the
i-th UAV receives LoS component from the j-th target with
probability λij , which is formulated as follows:

λij = p(Θij) =
1

1 + α exp [−β(Θij − α)]
(20)

where Θij = arcsin
(
(uiz − zj) / ‖cj − ui‖2

)
is the elevation

angle between the i-th UAV and the j-th target. The two
parameters α and β, relate to the ratio of structured area to
total land area and the number of buildings per unit land area
[37].

V. CRAMÉR-RAO LOWER BOUND OF FIRST RESPONDERS
STATE ESTIMATOR

This section describes the CRLB of the FRs position, which
is the main criterion to quantify the system performance. Also,
we briefly introduce the optimal UAV joint control actions
according to the CRLB as discussed in [36].

A. CRLB of FRs Position
CRLB is a lower bound of variance on the unbiased

estimator, which represents achievable estimator performance.
The CRLB of all target positions is formulated by:

var(F̂k) ≥ tr(J−1(Fk)), (21)

where tr(·) means the trace of a square matrix, which is
the sum of the diagonal elements of the matrix, and Fk =
[c1
k, . . . , c

N
k ] is a vector that contains the all target position.

The Fisher information matrix (FIM) J(Fk) is given by [38]:

J(Fk) = −E
{
∂2 ln Λ(Yk | Xk)

∂F2
k

}
. (22)

The joint measurement likelihood function considering the
UAV sensing model presented in Subsection IV-C, is approx-
imated by a single Gaussian distribution as follows:

Λ(Yk | Xk) =
M∏
i=1

N∏
j=1

N (yijk | h(cjk,u
i
k) + µi,jk , (σ

ij
k )2),

(23)
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where Yk = yijk (i, j), i ∈ {1, . . . ,M}, j ∈ {1, . . . , N} is
distance measurement from the j-th target received by the i-
th UAV at timestep k, and Xk(j) = xjk, j ∈ {1, . . . , N} is the
j-th target state at timestep k. According to the UAV sensing
model, the mean and variance of the joint measurement are
given by:

µijk = (1− λijk )µNLoS , (24)

(σijk )2 = λijk (σ2
LoS − (µijk )2)

+ (1− λijk )(σ2
NLoS + µ2

NLOS − (µijk )2)
(25)

The joint measurement likelihood function can be repre-
sented by the log-likelihood function ln Λ(Yk|Xk):

M∑
i=1

N∑
j=1

{
ln

1√
2πσijk

− (yijk − h(cjk,u
i
k)− µijk )2

2(σijk )2

}
. (26)

According to derivation in [36], the FIM J(Fk) is represented
in the form of a block diagonal matrix:

J(Fk) = diag([J1,J2, . . . ,JN ]), (27)

The CRLB of all target state is expressed as the sum of each
target’s CRLB:

var(F̂k) ≥
N∑
j=1

tr(J−1
j ). (28)

B. UAVs Optimal Control Actions

CRLB-based control is described as an extension to a
greedy algorithm. At each timestep, candidate positions are
determined by the UAV’s current position and action space
A, defined in Subsection. IV-B. The CRLB for all candidate
positions is calculated using the predicted target position x̃k
since the actual target position is unknown. UAVs select
optimal action combination U∗k corresponding to minimum
CRLB among candidate positions, which is given by:

U∗k = arg min
Uk

N∑
j=1

tr
(

J−1
j,Uk

)
, (29)

where Uk = {a1
k, . . . , a

M
k } is a combination of UAV control

action, and Jj,Uk
represents FIM calculated by the j-th pre-

dicted target position and UAVs position changed by control
action Uk.

VI. THE PROPOSED DEEP REINFORCEMENT
LEARNING-BASED UAV TRAJECTORY CONTROL

We introduce a DRL-based multiple UAV control algorithm
for accurate target state estimation. First, we present details of
the DRL algorithm, including state, action, and reward design.
Then, we describe the target state estimation using Bayesian
filtering.

Figure 3 illustrates an overview of the DRL-based first re-
sponder tracking system. The system consists of two parts, FR
estimation and DRL-based controller part. The FR estimation
part is composed of time prediction stage and measurement
update stage, where the states of FRs predicted and corrected

according to the prediction density p(xk|Y1:k−1) and the
posterior distribution p(xk|Y1:k), respectively. In the time pre-
diction, the state of FRs x̃k are predicted using a probabilistic
model based on the target dynamics. After the time prediction
stage, the DRL-based controller operates in order to adjust
UAV’s position. In the DRL-based UAV controller, the i-th
UAV observes state sik, move its position uik by taking action
aik, and gets a reward rik through the UAV-environment inter-
action. The input of DRL-based controller (i.e., state of the
UAV) is determined by the position of UAV and the predicted
target position obtained in the time prediction of FR estimation
part. Then, in the measurement update stage, the states of FRs
x̂k are corrected through the measurement likelihood function
obtained from distance measurements which are received by
UAVs. Details are described in the next subsections.

A. DRL-based Controller Design

The components of the DRL-based UAV controller form a
Markov Decision Process or MDP (i.e., Sec.III-A) and include
the elements: state, action, reward function, and training
process.

1) State

The state vector of the i-th agent at timestep k considers
UAV position and target position, which is represented by sik =
[uik,p

i1
k , . . . ,p

iM
k ,qi1k , . . . ,q

iN
k ] ∈ R3(M+N). The state vector

of the i-th agent consists of three parts:

• ui : absolute coordinates of the i-th agent.
• pīi : relative coordinates between the i-th agent and the
ī-th agent.

• qij : relative coordinates between the i-th agent and the
j-th target.

The relative coordinates between the i-th agent and the ī-th
agent is given by pīi = (uī − ui)ᵀ, where i, ī ∈ {1, . . . ,M},
and i 6= ī. Each relative coordinates pīi is concatenated
into one vector

[
pi1, . . .piM

]
∈ R1×3(M−1). The relative

coordinates between the i-th agent and the j-th target is given
by qij = (c̃j − ui)ᵀ, where j ∈ {1, . . . N} and c̃jk is the
predicted target position extracted from the predicted target
state x̃jk. Each relative coordinates qij is concatenated into
one vector in order

[
qi1, . . . ,qiN

]
∈ R1×3N . The input size

of DRL varies with the number of agents and targets.

2) Action

In each timestep, the i-th agent selects action aik from
discrete action space A defined in Sec. IV-B. The selected
action determines the next position of the UAV. If the action
combination selected by the DRL-based controller is likely to
cause collisions between UAVs, the selected action is replaced
by another action among the action space.

3) Reward

The agent observes its state from the environment and
takes action. Through this interaction, each agent receives a
scalar reward from the environment. UAVs make a decision to
maximize cumulative reward, and they aim to improve target
tracking performance by minimizing CRLB Ψ. The reward of
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<latexit sha1_base64="fK+WKyJDIKeenAbTD3AQgPsY3BM=">AAACyXicjVHLSsNAFD2Nr1pfVZdugkVwVRIpqLuiG8FNBfuAtkgyndbYvEwmYi2u/AG3+mPiH+hfeGecglpEJyQ5c+49Z+be68a+lwrLes0ZM7Nz8wv5xcLS8srqWnF9o5FGWcJ4nUV+lLRcJ+W+F/K68ITPW3HCncD1edMdHst484YnqReF52IU827gDEKv7zFHENXosF4k0otiySpbapnTwNagBL1qUfEFHfQQgSFDAI4QgrAPByk9bdiwEBPXxZi4hJCn4hz3KJA2oyxOGQ6xQ/oOaNfWbEh76ZkqNaNTfHoTUprYIU1EeQlheZqp4plyluxv3mPlKe82or+rvQJiBS6J/Us3yfyvTtYi0MeBqsGjmmLFyOqYdslUV+TNzS9VCXKIiZO4R/GEMFPKSZ9NpUlV7bK3joq/qUzJyj3TuRne5S1pwPbPcU6Dxl7ZrpQPzyql6pEedR5b2MYuzXMfVZyghjp5X+ERT3g2To1r49a4+0w1clqziW/LePgA9FGRvA==</latexit>

...

<latexit sha1_base64="TaDn7Zclo69kHHFa6M1TMqd44Eo=">AAACyXicjVHLSsNAFD2Nr1pfVZdugkVwVRIpqLuiG8FNBfuAViRJp3VsXiaTYi2u/AG3+mPiH+hfeGecglpEJyQ5c+49Z+be68Y+T4VlveaMmdm5+YX8YmFpeWV1rbi+0UijLPFY3Yv8KGm5Tsp8HrK64MJnrThhTuD6rOkOjmW8OWRJyqPwXIxidhE4/ZD3uOcIohqdYTcS6WWxZJUttcxpYGtQgl61qPiCDrqI4CFDAIYQgrAPByk9bdiwEBN3gTFxCSGu4gz3KJA2oyxGGQ6xA/r2adfWbEh76ZkqtUen+PQmpDSxQ5qI8hLC8jRTxTPlLNnfvMfKU95tRH9XewXEClwR+5dukvlfnaxFoIcDVQOnmmLFyOo87ZKprsibm1+qEuQQEydxl+IJYU8pJ302lSZVtcveOir+pjIlK/eezs3wLm9JA7Z/jnMaNPbKdqV8eFYpVY/0qPPYwjZ2aZ77qOIENdTJ+xqPeMKzcWrcGLfG3WeqkdOaTXxbxsMHIcyRzw==</latexit>

Reward
Next State

...

<latexit sha1_base64="TaDn7Zclo69kHHFa6M1TMqd44Eo=">AAACyXicjVHLSsNAFD2Nr1pfVZdugkVwVRIpqLuiG8FNBfuAViRJp3VsXiaTYi2u/AG3+mPiH+hfeGecglpEJyQ5c+49Z+be68Y+T4VlveaMmdm5+YX8YmFpeWV1rbi+0UijLPFY3Yv8KGm5Tsp8HrK64MJnrThhTuD6rOkOjmW8OWRJyqPwXIxidhE4/ZD3uOcIohqdYTcS6WWxZJUttcxpYGtQgl61qPiCDrqI4CFDAIYQgrAPByk9bdiwEBN3gTFxCSGu4gz3KJA2oyxGGQ6xA/r2adfWbEh76ZkqtUen+PQmpDSxQ5qI8hLC8jRTxTPlLNnfvMfKU95tRH9XewXEClwR+5dukvlfnaxFoIcDVQOnmmLFyOo87ZKprsibm1+qEuQQEydxl+IJYU8pJ302lSZVtcveOir+pjIlK/eezs3wLm9JA7Z/jnMaNPbKdqV8eFYpVY/0qPPYwjZ2aZ77qOIENdTJ+xqPeMKzcWrcGLfG3WeqkdOaTXxbxsMHIcyRzw==</latexit>

DRL-based controller

First responder estimation

<latexit sha1_base64="1ORvOLxdAr7zxiX91VawdYwgKj0=">AAAC/XicjVHLSsNAFD3G97vq0k2wCHVhSUSxS9GNSwXbKtqWJJ22oXkxmYgSi3/izp249Qfc6lb8A/0L74wRtEV0QmbOnHvPmblz7chzY2EYr0Pa8Mjo2PjE5NT0zOzcfG5hsRKHCXdY2Qm9kB/bVsw8N2Bl4QqPHUecWb7tsard3ZPx6jnjsRsGR+IyYjXfagduy3UsQVQjV4oKZ74lOtxP1Wq30oter9Gtm/qV3h85oUjaXTd7dXOtkcsbRUMNfRCYGcgjGwdh7gVnaCKEgwQ+GAIIwh4sxPSdwoSBiLgaUuI4IVfFGXqYIm1CWYwyLGK7NLdpd5qxAe2lZ6zUDp3i0c9JqWOVNCHlccLyNF3FE+Us2d+8U+Up73ZJq515+cQKdIj9S/eV+V+drEWghZKqwaWaIsXI6pzMJVGvIm+uf6tKkENEnMRNinPCjlJ+vbOuNLGqXb6tpeJvKlOycu9kuQne5S2pwWZ/OwdBZaNobhWNw838zm7W6gksYwUF6uc2drCPA5TJ+waPeMKzdq3danfa/WeqNpRplvBjaA8fxICm/A==</latexit>

p(x1
k|Y1

k�1)
<latexit sha1_base64="Ray6F0eirjjN5ypbI28fFfSOiOE=">AAAC/XicjVHLSsNAFD2Nr/qOunQTLIIuLElR7LLoxmUFays+ShKnGpoXk4lYYvFP3LkTt/6AW92Kf6B/4Z0xgg9EJ2TmzLn3nJk714l9LxGm+VzQBgaHhkeKo2PjE5NT0/rM7G4SpdxlDTfyI95y7IT5XsgawhM+a8Wc2YHjs6bT3ZTx5hnjiReFO6IXs8PAPgm9jufagqi2Xo2XDgJbnPIgU6vTyc77/Xb3qGJcGN8jexTJuitW/6iy3NZLZtlUw/gJrByUkI96pD/hAMeI4CJFAIYQgrAPGwl9+7BgIibuEBlxnJCn4gx9jJE2pSxGGTaxXZpPaLefsyHtpWei1C6d4tPPSWlgkTQR5XHC8jRDxVPlLNnfvDPlKe/Wo9XJvQJiBU6J/Uv3kflfnaxFoIOqqsGjmmLFyOrc3CVVryJvbnyqSpBDTJzExxTnhF2l/HhnQ2kSVbt8W1vFX1SmZOXezXNTvMpbUoOt7+38CXYrZWutbG6vlmobeauLmMcClqif66hhC3U0yPsK93jAo3apXWs32u17qlbINXP4MrS7N8lgpv4=</latexit>

p(x2
k|Y2

k�1)

<latexit sha1_base64="nuNpISWSsRDmEXnbRdvELcblivE=">AAAC/XicjVHLSsNAFD3Gd31VXboJFkEXlkQUuyy6cVUUrA/UliSdtqF5MZmIEot/4s6duPUH3OpW/AP9C++MKWhFdEJmzpx7z5m5c+3Ic2NhGK8D2uDQ8Mjo2HhuYnJqeiY/O3cQhwl3WNUJvZAf2VbMPDdgVeEKjx1FnFm+7bFDu7Mt44fnjMduGOyLy4id+VYrcJuuYwmi6vlStHzqW6LN/VStdjO96HbrnVpFv9L7I8cUSTurZrdWWannC0bRUEP/CcwMFJCN3TD/glM0EMJBAh8MAQRhDxZi+k5gwkBE3BlS4jghV8UZusiRNqEsRhkWsR2aW7Q7ydiA9tIzVmqHTvHo56TUsUSakPI4YXmaruKJcpbsb96p8pR3u6TVzrx8YgXaxP6l62X+VydrEWiipGpwqaZIMbI6J3NJ1KvIm+tfqhLkEBEncYPinLCjlL131pUmVrXLt7VU/E1lSlbunSw3wbu8JTXY7G/nT3CwVjQ3isbeeqG8lbV6DAtYxDL1cxNl7GAXVfK+wSOe8Kxda7fanXb/maoNZJp5fBvawwdR76c2</latexit>

p(xN
k |YN

k�1)

<latexit sha1_base64="qNz+O5jD9sosS5X7gUb1ieURjd4=">AAAC5nicjVHLSsNAFD2N7/qqunQTLYKrkoiiS9GNSwWrhbaWJJ22Q/NiMhEldO3Onbj1B9zqp4h/oH/hnTEFtYhOSHLuufecmTvXjX2eSMt6LRhj4xOTU9Mzxdm5+YXF0tLyWRKlwmNVL/IjUXOdhPk8ZFXJpc9qsWBO4Prs3O0fqvz5JRMJj8JTeR2zZuB0Q97hniOJapXWzEbgyJ4IMrMhud9mmY7dTnY1GLT6F/agVSpbFUsvcxTYOSgjX8dR6QUNtBHBQ4oADCEkYR8OEnrqsGEhJq6JjDhBiOs8wwBF0qZUxajCIbZP3y5F9ZwNKVaeiVZ7tItPryCliQ3SRFQnCKvdTJ1PtbNif/POtKc62zX93dwrIFaiR+xfumHlf3WqF4kO9nQPnHqKNaO683KXVN+KOrn5pStJDjFxCrcpLwh7Wjm8Z1NrEt27ultH5990pWJV7OW1Kd7VKWnA9s9xjoKzrYq9U7FOtsv7B/mop7GKdWzSPHexjyMco0reN3jEE56NnnFr3Bn3n6VGIdes4NsyHj4Ai7SdlA==</latexit>

x̃1
k

<latexit sha1_base64="Sb7Xu9k9yhFQN9T+qc0oCajftvw=">AAAC53icjVHLSsNAFD2N7/qKunQTLIKrkhRFl6IblwpWBVtLkk7boXkxmYgSunfnTtz6A271T8Q/0L/wzpiCWkQnJDn33HvOzJ3rJQFPpW2/loyx8YnJqemZ8uzc/MKiubR8ksaZ8Fndj4NYnHluygIesbrkMmBniWBu6AXs1Ovvq/zpJRMpj6NjeZ2wZuh2I97hviuJaplrViN0ZU+EudWQPGizXMdeJ78aDFr9i5o1aJkVu2rrZY0CpwAVFOswNl/QQBsxfGQIwRBBEg7gIqXnHA5sJMQ1kRMnCHGdZxigTNqMqhhVuMT26dul6LxgI4qVZ6rVPu0S0CtIaWGdNDHVCcJqN0vnM+2s2N+8c+2pznZNf6/wComV6BH7l25Y+V+d6kWigx3dA6eeEs2o7vzCJdO3ok5ufelKkkNCnMJtygvCvlYO79nSmlT3ru7W1fk3XalYFftFbYZ3dUoasPNznKPgpFZ1tqr20WZld68Y9TRWsYYNmuc2dnGAQ9TJ+waPeMKzwY1b4864/yw1SoVmBd+W8fABDQGdvw==</latexit>

x̃2
k

<latexit sha1_base64="U8o8UfsZkyYm7bIDRJ27sr8ACcs=">AAAC53icjVHLSsNAFD3Gd31FXboJLYKrkoqiy6IbV1LBaqHVkqRTHZoXk4koIXt37sStP+BW/0T8A/0L74wR1CI6Icm5595zZu5cN/Z5Im37ZcQYHRufmJyaLs3Mzs0vmItLR0mUCo81vciPRMt1EubzkDUllz5rxYI5geuzY3ewq/LHF0wkPAoP5VXMTgLnLOR97jmSqK5ZtjqBI89FkFkdyf0ey3Ts9rPLPO8OTvetvGtW7KqtlzUMagWooFiNyHxGBz1E8JAiAEMISdiHg4SeNmqwERN3gow4QYjrPEOOEmlTqmJU4RA7oO8ZRe2CDSlWnolWe7SLT68gpYVV0kRUJwir3SydT7WzYn/zzrSnOtsV/d3CKyBW4pzYv3Sflf/VqV4k+tjWPXDqKdaM6s4rXFJ9K+rk1peuJDnExCnco7wg7Gnl5z1bWpPo3tXdOjr/qisVq2KvqE3xpk5JA679HOcwOFqv1jar9sFGpb5TjHoKKyhjjea5hTr20ECTvK/xgEc8Gdy4MW6Nu49SY6TQLOPbMu7fAU+5nds=</latexit>

x̃N
k

<latexit sha1_base64="bDSlY7hjm5QOw8pB+k3qBBvZNoo=">AAACy3icjVHLSsNAFD2Nr1pfVZdugkVwVRJRdFl040aoYB9Qa0nSaR2aJiEzEWrt0h9wq/8l/oH+hXfGEdQiOiHJmXPPuTP3Xj8JuZCO85KzZmbn5hfyi4Wl5ZXVteL6Rl3EWRqwWhCHcdr0PcFCHrGa5DJkzSRl3tAPWcMfnKh444algsfRhRwlrD30+hHv8cCTRDVHV2PuTjqDTrHklB297GngGlCCWdW4+IxLdBEjQIYhGCJIwiE8CHpacOEgIa6NMXEpIa7jDBMUyJuRipHCI3ZA3z7tWoaNaK9yCu0O6JSQ3pScNnbIE5MuJaxOs3U805kV+1vusc6p7jaiv29yDYmVuCb2L9+n8r8+VYtED0e6Bk41JZpR1QUmS6a7om5uf6lKUoaEOIW7FE8JB9r52Wdbe4SuXfXW0/FXrVSs2gdGm+FN3ZIG7P4c5zSo75Xdg7Jzvl+qHJtR57GFbezSPA9RwSmqqOk5PuART9aZJaxb6+5DauWMZxPflnX/DvzbkoI=</latexit>

yi1
k

<latexit sha1_base64="ur89vD5vGQOis2XaOF8J+ahxeT4=">AAACy3icjVHLSsNAFD2Nr1pfVZdugkVwVZKi6LLoxo1QwT6g1pJMp3VoXiQTodYu/QG3+l/iH+hfeGdMQS2iE5KcOfecO3PvdSNPJNKyXnPG3PzC4lJ+ubCyura+UdzcaiRhGjNeZ6EXxi3XSbgnAl6XQnq8FcXc8V2PN93hqYo3b3mciDC4lKOId3xnEIi+YI4kqjW6HovKpDvsFktW2dLLnAV2BkrIVi0svuAKPYRgSOGDI4Ak7MFBQk8bNixExHUwJi4mJHScY4ICeVNScVI4xA7pO6BdO2MD2quciXYzOsWjNyaniT3yhKSLCavTTB1PdWbF/pZ7rHOqu43o72a5fGIlboj9yzdV/tenapHo41jXIKimSDOqOpZlSXVX1M3NL1VJyhARp3CP4jFhpp3TPpvak+jaVW8dHX/TSsWqPcu0Kd7VLWnA9s9xzoJGpWwflq2Lg1L1JBt1HjvYxT7N8whVnKGGup7jI57wbJwbiXFn3H9KjVzm2ca3ZTx8AP8+koM=</latexit>

yi2
k

<latexit sha1_base64="qa/qw+sysefFfTVPBG0tdX+PXdw=">AAACy3icjVHLSsNAFD2Nr1pfVZdugkVwVRJRdFl040apYB9Qa0mm0zo0L5KJUGuX/oBb/S/xD/QvvDOmoBbRCUnOnHvOnbn3upEnEmlZrzljZnZufiG/WFhaXlldK65v1JMwjRmvsdAL46brJNwTAa9JIT3ejGLu+K7HG+7gRMUbtzxORBhcymHE277TD0RPMEcS1Rxej8T5uDPoFEtW2dLLnAZ2BkrIVjUsvuAKXYRgSOGDI4Ak7MFBQk8LNixExLUxIi4mJHScY4wCeVNScVI4xA7o26ddK2MD2quciXYzOsWjNyaniR3yhKSLCavTTB1PdWbF/pZ7pHOquw3p72a5fGIlboj9yzdR/tenapHo4UjXIKimSDOqOpZlSXVX1M3NL1VJyhARp3CX4jFhpp2TPpvak+jaVW8dHX/TSsWqPcu0Kd7VLWnA9s9xToP6Xtk+KFsX+6XKcTbqPLawjV2a5yEqOEUVNT3HRzzh2TgzEuPOuP+UGrnMs4lvy3j4AEIhkp8=</latexit>

yiN
k

<latexit sha1_base64="e6bpCmk3aptibvvjh/oGBpvhET8=">AAAC+3icjVHLLgRBFD3a+91Y2nRMJGwm3eK1FDaWJGaGDCbdpYbO9CvV1UJa/4mdndj6AVv24g/4C7dKSxgRqtNVp86951Tdul4S+Km07Zceo7evf2BwaHhkdGx8YtKcmq6ncSYYr7E4iMW+56Y88CNek74M+H4iuBt6AW94nS0Vb5xzkfpxtCcvE34UuqeR3/aZK4lqmavJwmHoyjMR5nr12vlFUbQ6x451ZXVHDiiSd4pjZ7FlVuyqrYf1EzglqKAcO7H5jEOcIAZDhhAcESThAC5S+ppwYCMh7gg5cYKQr+McBUZIm1EWpwyX2A7Np7RrlmxEe+WZajWjUwL6BSktzJMmpjxBWJ1m6XimnRX7m3euPdXdLmn1Sq+QWIkzYv/SfWb+V6dqkWhjXdfgU02JZlR1rHTJ9Kuom1tfqpLkkBCn8AnFBWGmlZ/vbGlNqmtXb+vq+KvOVKzaszI3w5u6JTXY6W7nT1BfqjorVXt3ubKxWbZ6CLOYwwL1cw0b2MYOauR9jQc84skojBvj1rj7SDV6Ss0Mvg3j/h1u5qaK</latexit>

p(x1
k|Y1

k)
<latexit sha1_base64="EV69bwNDx3c8Nd+LY1fXsGAgMK4=">AAAC+3icjVHJTsMwFBzCXrYCRy4RFRJcqrRiO1Zw4VgkuqAWqiS4bdRschwECvkTbtwQV36AK9wRfwB/wbNJJRYhcBR7PO/N2M/PCl0nEobxMqKNjo1PTE5N52Zm5+YX8otL9SiIuc1qduAGvGmZEXMdn9WEI1zWDDkzPctlDWuwL+ONc8YjJ/CPxGXITjyz5ztdxzYFUZ38drje9kzR516iVqubXKRpZ3Ba1q/075FjiiSD9LS80ckXjKKhhv4TlDJQQDaqQf4ZbZwhgI0YHhh8CMIuTET0tVCCgZC4EyTEcUKOijOkyJE2pixGGSaxA5p7tGtlrE976RkptU2nuPRzUupYI01AeZywPE1X8Vg5S/Y370R5yrtd0mplXh6xAn1i/9INM/+rk7UIdLGranCoplAxsjo7c4nVq8ib65+qEuQQEifxGcU5YVsph++sK02kapdva6r4q8qUrNzbWW6MN3lLanDpezt/gnq5WNoqGoebhcpe1uoprGAV69TPHVRwgCpq5H2NBzziSUu1G+1Wu/tI1UYyzTK+DO3+HXPEpow=</latexit>

p(x2
k|Y2

k)

<latexit sha1_base64="Mzxk1VsGUpKf+6fULr0DYxc098M=">AAAC+3icjVHJTsMwFBzCVspW4MglokKCS5UitmMFF05VkeiCWKokuG3UbHIcRBXyJ9y4Ia78AFe4I/4A/oJnEyQWIXAUezzvzdjPzwpdJxKG8TykDY+Mjo3nJvKTU9Mzs4W5+UYUxNxmdTtwA96yzIi5js/qwhEua4WcmZ7lsqbV35Xx5jnjkRP4B2IQshPP7PpOx7FNQVS7sBmuHHum6HEvUavVSS7StN0/reqX+vfIIUWSfnpaXW0XikbJUEP/CcoZKCIbtaDwhGOcIYCNGB4YfAjCLkxE9B2hDAMhcSdIiOOEHBVnSJEnbUxZjDJMYvs0d2l3lLE+7aVnpNQ2neLSz0mpY5k0AeVxwvI0XcVj5SzZ37wT5SnvNqDVyrw8YgV6xP6l+8j8r07WItDBtqrBoZpCxcjq7MwlVq8ib65/qkqQQ0icxGcU54Rtpfx4Z11pIlW7fFtTxV9UpmTl3s5yY7zKW1KDy9/b+RM01krljZKxv16s7GStzmERS1ihfm6hgj3UUCfvK9zjAY9aql1rN9rte6o2lGkW8GVod2/8DKbE</latexit>

p(xN
k |YN

k )

<latexit sha1_base64="O5JqKa/sbij3KM0Xsl0jes0BGVA=">AAAC5XicjVHLSsNAFD2N73fVpZvBIrgqiSi6LLpxqWBVaGuZxGkbmheTiSihW3fuxK0/4FZ/RfwD/QvvjCn4QHRCknPPvefM3LluEvipsu2XkjUyOjY+MTk1PTM7N79QXlw6TuNMeqLuxUEsT12eisCPRF35KhCniRQ8dANx4vb3dP7kQsjUj6MjdZWIVsi7kd/xPa6IapcZa4Zc9WSYs2aPq9xEbie/HAza/TOHDdrlil21zWI/gVOACop1EJef0cQ5YnjIEEIggiIcgCOlpwEHNhLiWsiJk4R8kxcYYJq0GVUJquDE9unbpahRsBHF2jM1ao92CeiVpGRYI01MdZKw3o2ZfGacNfubd2489dmu6O8WXiGxCj1i/9INK/+r070odLBjevCpp8QwujuvcMnMreiTs09dKXJIiNP4nPKSsGeUw3tmRpOa3vXdcpN/NZWa1bFX1GZ406ekATvfx/kTHG9Una2qfbhZqe0Wo57EClaxTvPcRg37OECdvK/xgEc8WV3rxrq17j5KrVKhWcaXZd2/A6pOnNU=</latexit>

x̂1
k

<latexit sha1_base64="G+dNYlw9CbKmlViNr/95eyCIdkQ=">AAAC5XicjVHLSsNAFD2Nr/quunQzWARXJRVFl0U3LivYKthaJnHahubFZCKW0K07d+LWH3CrvyL+gf6Fd8YIPhCdkOTcc+85M3euE/teomz7uWCNjU9MThWnZ2bn5hcWS0vLzSRKpSsabuRH8sThifC9UDSUp3xxEkvBA8cXx85gX+ePL4RMvCg8UsNYtAPeC72u53JFVKfEWCvgqi+DjLX6XGUmcrrZ5WjUGZxtslGnVLYrtlnsJ6jmoIx81aPSE1o4RwQXKQIIhFCEfXAk9JyiChsxcW1kxElCnskLjDBD2pSqBFVwYgf07VF0mrMhxdozMWqXdvHplaRkWCdNRHWSsN6NmXxqnDX7m3dmPPXZhvR3cq+AWIU+sX/pPir/q9O9KHSxa3rwqKfYMLo7N3dJza3ok7NPXSlyiInT+JzykrBrlB/3zIwmMb3ru+Um/2IqNatjN69N8apPSQOufh/nT9DcrFS3K/bhVrm2l4+6iFWsYYPmuYMaDlBHg7yvcI8HPFo969q6sW7fS61CrlnBl2XdvQGssJzW</latexit>

x̂2
k

<latexit sha1_base64="VmGOi69j7DtNJYyisEzl133n3A4=">AAAC5XicjVHLSsNAFD2N7/qqunQzWARXJRVFl6IbV6JgtdDWMkmnbWheTCaihG7duRO3/oBb/RXxD/QvvDNG8IHohCTnnnvPmblzndj3EmXbzwVrZHRsfGJyqjg9Mzs3X1pYPEmiVLqi5kZ+JOsOT4TvhaKmPOWLeiwFDxxfnDqDPZ0/PRcy8aLwWF3GohXwXuh1PZcrotolxpoBV30ZZKzZ5yozkdPNLobD9uDsgA3bpbJdsc1iP0E1B2Xk6zAqPaGJDiK4SBFAIIQi7IMjoaeBKmzExLWQEScJeSYvMESRtClVCargxA7o26OokbMhxdozMWqXdvHplaRkWCVNRHWSsN6NmXxqnDX7m3dmPPXZLunv5F4BsQp9Yv/SfVT+V6d7Uehi2/TgUU+xYXR3bu6SmlvRJ2efulLkEBOncYfykrBrlB/3zIwmMb3ru+Um/2IqNatjN69N8apPSQOufh/nT3CyXqluVuyjjfLObj7qSSxjBWs0zy3sYB+HqJH3Fe7xgEerZ11bN9bte6lVyDVL+LKsuzfvaJzy</latexit>

x̂N
k

<latexit sha1_base64="fBCeF/6gV9eq6XJeGIZpnHYDJ3U=">AAACynicjVHLSsNAFD2Nr1pfVZdugkVwVRJRdFl048JFBfsArSVJp3VomoTJRCihO3/ArX6Y+Af6F94Zp6AW0QlJzpx7zp259/pJyFPpOK8Fa25+YXGpuFxaWV1b3yhvbjXTOBMBawRxGIu276Us5BFrSC5D1k4E80Z+yFr+8EzFW/dMpDyOruQ4YZ2RN4h4nweeJKoluvlwcut2yxWn6uhlzwLXgArMqsflF9yghxgBMozAEEESDuEhpecaLhwkxHWQEycIcR1nmKBE3oxUjBQesUP6Dmh3bdiI9ipnqt0BnRLSK8hpY488MekEYXWareOZzqzY33LnOqe625j+vsk1Ilbijti/fFPlf32qFok+TnQNnGpKNKOqC0yWTHdF3dz+UpWkDAlxCvcoLggH2jnts609qa5d9dbT8TetVKzaB0ab4V3dkgbs/hznLGgeVN2jqnN5WKmdmlEXsYNd7NM8j1HDOepo6Cof8YRn68IS1tjKP6VWwXi28W1ZDx/KkpII</latexit>

r1
k

<latexit sha1_base64="k0YBjWeZTAAKqvMbE828Pjtun6o=">AAACynicjVHLSsNAFD2Nr1pfVZdugkVwVZKi6LLoxoWLCvYBtZZkOq2heTGZCCV05w+41Q8T/0D/wjtjCmoRnZDkzLnn3Jl7rxv7XiIt67VgLCwuLa8UV0tr6xubW+XtnVYSpYLxJov8SHRcJ+G+F/Km9KTPO7HgTuD6vO2Oz1W8fc9F4kXhtZzEvBc4o9AbesyRRLVFPxtPb2v9csWqWnqZ88DOQQX5akTlF9xggAgMKQJwhJCEfThI6OnChoWYuB4y4gQhT8c5piiRNyUVJ4VD7Ji+I9p1czakvcqZaDejU3x6BTlNHJAnIp0grE4zdTzVmRX7W+5M51R3m9DfzXMFxErcEfuXb6b8r0/VIjHEqa7Bo5pizajqWJ4l1V1RNze/VCUpQ0ycwgOKC8JMO2d9NrUn0bWr3jo6/qaVilV7lmtTvKtb0oDtn+OcB61a1T6uWldHlfpZPuoi9rCPQ5rnCeq4QANNXeUjnvBsXBrCmBjZp9Qo5J5dfFvGwwfM8pIJ</latexit>

r2
k

<latexit sha1_base64="5agiwlDLeCQA7z3zqykYNyFC9Qg=">AAACynicjVHLSsNAFD2Nr1pfVZdugkVwVRJRdFl040Khgn1ArSWZTmtoXkwmQgnd+QNu9cPEP9C/8M6YglpEJyQ5c+45d+be68a+l0jLei0Yc/MLi0vF5dLK6tr6Rnlzq5lEqWC8wSI/Em3XSbjvhbwhPenzdiy4E7g+b7mjMxVv3XOReFF4Lccx7wbOMPQGHnMkUS3Ry0aT28teuWJVLb3MWWDnoIJ81aPyC27QRwSGFAE4QkjCPhwk9HRgw0JMXBcZcYKQp+McE5TIm5KKk8IhdkTfIe06ORvSXuVMtJvRKT69gpwm9sgTkU4QVqeZOp7qzIr9LXemc6q7jenv5rkCYiXuiP3LN1X+16dqkRjgRNfgUU2xZlR1LM+S6q6om5tfqpKUISZO4T7FBWGmndM+m9qT6NpVbx0df9NKxao9y7Up3tUtacD2z3HOguZB1T6qWleHldppPuoidrCLfZrnMWo4Rx0NXeUjnvBsXBjCGBvZp9Qo5J5tfFvGwwcNIZIk</latexit>

rM
k

<latexit sha1_base64="zBf7tg5ewoIsM4gvFA8Gx2vP1a4=">AAAC3nicjVHLSsNAFD2Nr1pfUVfiJlgEQSiJKLosunFZwT6gSk3i1IbmxWQilFDcuRO3/oBb/RzxD/QvvDOmoBbRCZk5c+49Z+bOdWLfS4Rpvha0icmp6ZnibGlufmFxSV9eaSRRyl1WdyM/4i3HTpjvhawuPOGzVsyZHTg+azr9IxlvXjOeeFF4KgYxOw/sq9Dreq4tiOroa2eBLXpON1MrD7JkOOxk/W1r2NHLZsVUwxgHVg7KyEct0l9whktEcJEiAEMIQdiHjYS+NiyYiIk7R0YcJ+SpOMMQJdKmlMUowya2T/MV7do5G9JeeiZK7dIpPv2clAY2SRNRHicsTzNUPFXOkv3NO1Oe8m4DWp3cKyBWoEfsX7pR5n91shaBLg5UDR7VFCtGVufmLql6FXlz40tVghxi4iS+pDgn7Crl6J0NpUlU7fJtbRV/U5mSlXs3z03xLm9JDbZ+tnMcNHYq1l7FPNktVw/zVhexjg1sUT/3UcUxaqiT9w0e8YRn7UK71e60+89UrZBrVvFtaA8fKHuaXg==</latexit>sk+1
<latexit sha1_base64="p+ZOiod++VJavYAUweD1oTuuQk0=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVRJRdFl0I64qmLagpSTTaR2aJmEyUUrpxh9wq18m/oH+hXfGFNQiOiHJmXPvOTP33iAJRaoc57Vgzc0vLC4Vl0srq2vrG+XNrUYaZ5Jxj8VhLFuBn/JQRNxTQoW8lUjuD4OQN4PBmY4377hMRRxdqVHC20O/H4meYL4iypOd8WDSKVecqmOWPQvcHFSQr3pcfsENuojBkGEIjgiKcAgfKT3XcOEgIa6NMXGSkDBxjglKpM0oi1OGT+yAvn3aXedsRHvtmRo1o1NCeiUpbeyRJqY8SVifZpt4Zpw1+5v32Hjqu43oH+ReQ2IVbon9SzfN/K9O16LQw4mpQVBNiWF0dSx3yUxX9M3tL1UpckiI07hLcUmYGeW0z7bRpKZ23VvfxN9Mpmb1nuW5Gd71LWnA7s9xzoLGQdU9qjqXh5XaaT7qInawi32a5zFqOEcdHnkLPOIJz9aFlVj31ugz1Srkmm18W9bDByaLkWU=</latexit>rk

<latexit sha1_base64="pyie1VqxS6MHao7RQUlVcCiDdTo=">AAAC33icjVHLSgMxFD2Or/oedaebwSLUTZmKosuiG5cVbCv4KJkx1dB5kckIpRTcuRO3/oBb/RvxD/QvvIlTUItohklOzr3nJDfXSwKRKtd9HbFGx8YnJgtT0zOzc/ML9uJSI40z6fO6HwexPPZYygMR8boSKuDHieQs9ALe9Dr7Ot685jIVcXSkugk/C9llJNrCZ4qolr3SKJ2GTF157Z5ZZdhL+/1z0epstOyiW3bNcIZBJQdF5KMW2y84xQVi+MgQgiOCIhyAIaXvBBW4SIg7Q484SUiYOEcf06TNKItTBiO2Q/Ml7U5yNqK99kyN2qdTAvolKR2skyamPElYn+aYeGacNfubd8946rt1afVyr5BYhSti/9INMv+r07UotLFrahBUU2IYXZ2fu2TmVfTNnS9VKXJIiNP4guKSsG+Ug3d2jCY1teu3ZSb+ZjI1q/d+npvhXd+SGlz52c5h0NgsV7bL7uFWsbqXt7qAVayhRP3cQRUHqKFO3jd4xBOeLWbdWnfW/WeqNZJrlvFtWA8fjqeagg==</latexit>

V (si
k)

<latexit sha1_base64="nfY1j92kXFHkAmyWmMpgqYffHjw=">AAAC5HicjVHLSgMxFD2Or/quunThYBEqSJmKosuqG5cK1gptLZkx1dB5kckIpXTpzp249Qfc6reIf6B/4U2cgg9EM0xycu49J7m5buyLRDnOy5A1PDI6Np6bmJyanpmdy88vnCRRKj1e9SI/kqcuS7gvQl5VQvn8NJacBa7Pa25nX8drV1wmIgqPVTfmzYBdhKItPKaIauWXd4uNgKlLt90zqwx6Sb9/JlqddZu1OmutfMEpOWbYP0E5AwVk4zDKP6OBc0TwkCIARwhF2AdDQl8dZTiIiWuiR5wkJEyco49J0qaUxSmDEduh+YJ29YwNaa89E6P26BSffklKG6ukiShPEtan2SaeGmfN/ubdM576bl1a3cwrIFbhkti/dIPM/+p0LQpt7JgaBNUUG0ZX52UuqXkVfXP7U1WKHGLiND6nuCTsGeXgnW2jSUzt+m2Zib+aTM3qvZflpnjTt6QGl7+38yc42SiVt0rO0Wahspe1OoclrKBI/dxGBQc4RJW8r/GARzxZbevGurXuPlKtoUyziC/Dun8HyfecFg==</latexit>

A(si
k, ak)

<latexit sha1_base64="jlAnrrANFE2BxONh9YU57ds0gTE=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVRJRdFl0I64qmLagtSTptA5NkzCZKKW48Qfc6peJf6B/4Z1xCmoRnZDkzLn3nJl7b5BGPJOO81qwZmbn5heKi6Wl5ZXVtfL6RiNLchEyL0yiRLQCP2MRj5knuYxYKxXMHwYRawaDExVv3jKR8SS+kKOUtYd+P+Y9HvqSKM/vDK7dTrniVB297GngGlCBWfWk/IIrdJEgRI4hGGJIwhF8ZPRcwoWDlLg2xsQJQlzHGe5RIm1OWYwyfGIH9O3T7tKwMe2VZ6bVIZ0S0StIaWOHNAnlCcLqNFvHc+2s2N+8x9pT3W1E/8B4DYmVuCH2L90k8786VYtED0e6Bk41pZpR1YXGJdddUTe3v1QlySElTuEuxQXhUCsnfba1JtO1q976Ov6mMxWr9qHJzfGubkkDdn+Ocxo09qruQdU536/Ujs2oi9jCNnZpnoeo4RR1eOTN8YgnPFtnVmrdWaPPVKtgNJv4tqyHDwRLkOs=</latexit>

a1
k

<latexit sha1_base64="CCXQ5S0+b/FfmEwt1QDDKr1+sDA=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVZKi6LLoRlxVMG2h1pJMp3VoXiQTpRQ3/oBb/TLxD/QvvDOmoBbRCUnOnHvPmbn3erEvUmlZrwVjbn5hcam4XFpZXVvfKG9uNdMoSxh3WORHSdtzU+6LkDtSSJ+344S7gefzljc6VfHWLU9SEYWXchzzbuAOQzEQzJVEOW5vdF3rlStW1dLLnAV2DirIVyMqv+AKfURgyBCAI4Qk7MNFSk8HNizExHUxIS4hJHSc4x4l0maUxSnDJXZE3yHtOjkb0l55plrN6BSf3oSUJvZIE1FeQlidZup4pp0V+5v3RHuqu43p7+VeAbESN8T+pZtm/lenapEY4FjXIKimWDOqOpa7ZLor6ubml6okOcTEKdyneEKYaeW0z6bWpLp21VtXx990pmLVnuW5Gd7VLWnA9s9xzoJmrWofVq2Lg0r9JB91ETvYxT7N8wh1nKEBh7wFHvGEZ+PciI07Y/yZahRyzTa+LePhAwarkOw=</latexit>

a2
k

<latexit sha1_base64="M9n8Y6YqsFTo1xPZSGOvFI/8od4=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVRJRdFl0I4JQwbSFWkuSTuvQvJhMlFLc+ANu9cvEP9C/8M6YglpEJyQ5c+49Z+be6yUBT6VlvRaMmdm5+YXiYmlpeWV1rby+0UjjTPjM8eMgFi3PTVnAI+ZILgPWSgRzQy9gTW94ouLNWyZSHkeXcpSwTugOIt7nviuJctzu8Pq8W65YVUsvcxrYOaggX/W4/IIr9BDDR4YQDBEk4QAuUnrasGEhIa6DMXGCENdxhnuUSJtRFqMMl9ghfQe0a+dsRHvlmWq1T6cE9ApSmtghTUx5grA6zdTxTDsr9jfvsfZUdxvR38u9QmIlboj9SzfJ/K9O1SLRx5GugVNNiWZUdX7ukumuqJubX6qS5JAQp3CP4oKwr5WTPptak+raVW9dHX/TmYpVez/PzfCubkkDtn+Ocxo09qr2QdW62K/UjvNRF7GFbezSPA9RwynqcMib4xFPeDbOjMS4M0afqUYh12zi2zIePgBGy5EH</latexit>

aM
k

<latexit sha1_base64="k9MRcZQ5h41r39C/jT+fw+cwgIw=">AAAC3XicjVHLSsNAFD2Nr1pfUTeCm2ARXJVEFF0W3bisYB/Q1pKk0xqaF5OJUErduRO3/oBb/R3xD/QvvDOmoBbRCZk5c+49Z+bOdWLfS4Rpvua0mdm5+YX8YmFpeWV1TV/fqCVRyl1WdSM/4g3HTpjvhawqPOGzRsyZHTg+qzuDUxmvXzOeeFF4IYYxawd2P/R6nmsLojr6ViuwxRUPRmp1eqN0PO4MLi2joxfNkqmGMQ2sDBSRjUqkv6CFLiK4SBGAIYQg7MNGQl8TFkzExLUxIo4T8lScYYwCaVPKYpRhEzuguU+7ZsaGtJeeiVK7dIpPPyelgV3SRJTHCcvTDBVPlbNkf/MeKU95tyGtTuYVECtwRexfuknmf3WyFoEejlUNHtUUK0ZW52YuqXoVeXPjS1WCHGLiJO5SnBN2lXLyzobSJKp2+ba2ir+pTMnKvZvlpniXt6QGWz/bOQ1q+yXrsGSeHxTLJ1mr89jGDvaon0co4wwVVMn7Bo94wrPW0W61O+3+M1XLZZpNfBvawwd1+5mx</latexit>

u1
k

<latexit sha1_base64="6etPRmKXRe4NZAVHOm2iNMbmYGw=">AAAC3HicjVHLSsNAFD2Nr1pfURcu3ASL4KqkRdFl0Y3LCvYBfZGk0zY0LyYToZTu3Ilbf8Ctfo/4B/oX3hlTUIvohGTOnHvPyb1z7chzY2GarxltYXFpeSW7mltb39jc0rd3anGYcIdVndALecO2Yua5AasKV3isEXFm+bbH6vboQsbrN4zHbhhci3HE2r41CNy+61iCqK6+1/ItMeT+RO12f5JMp91Rp9TV82bBVMuYB8UU5JGuSqi/oIUeQjhI4IMhgCDswUJMTxNFmIiIa2NCHCfkqjjDFDnSJpTFKMMidkTfAZ2aKRvQWXrGSu3QXzx6OSkNHJImpDxOWP7NUPFEOUv2N++J8pS1jWm3Uy+fWIEhsX/pZpn/1cleBPo4Uz241FOkGNmdk7ok6lZk5caXrgQ5RMRJ3KM4J+wo5eyeDaWJVe/ybi0Vf1OZkpVnJ81N8C6rpAEXf45zHtRKheJJwbw6zpfP01FnsY8DHNE8T1HGJSqoqvof8YRnraPdanfa/Weqlkk1u/i2tIcP/NCZiA==</latexit>

u2
k

<latexit sha1_base64="DZCWpN89TWdJVIYI1ZS8GqRQzKE=">AAAC3HicjVHLSsNAFD2Nr1pfURcu3ASL4Kqkouiy6MaNUME+oC+SdNqG5sVkIpTSnTtx6w+41e8R/0D/wjtjCmoRnZDMmXPvObl3rh15bixM8zWjzc0vLC5ll3Mrq2vrG/rmVjUOE+6wihN6Ia/bVsw8N2AV4QqP1SPOLN/2WM0enst47Ybx2A2DazGKWMu3+oHbcx1LENXRd5q+JQbcH6vd7o2TyaQzbF929LxZMNUyZkExBXmkqxzqL2iiixAOEvhgCCAIe7AQ09NAESYi4loYE8cJuSrOMEGOtAllMcqwiB3St0+nRsoGdJaesVI79BePXk5KA/ukCSmPE5Z/M1Q8Uc6S/c17rDxlbSPa7dTLJ1ZgQOxfumnmf3WyF4EeTlUPLvUUKUZ256QuiboVWbnxpStBDhFxEncpzgk7Sjm9Z0NpYtW7vFtLxd9UpmTl2UlzE7zLKmnAxZ/jnAXVw0LxuGBeHeVLZ+mos9jFHg5onico4QJlVFT9j3jCs9bWbrU77f4zVcukmm18W9rDBzz/maM=</latexit>

uM
k

<latexit sha1_base64="AklZ86tj6yl73R6KQ83IuBVdnWI=">AAAC3nicjVHLSsNAFD2Nr1pfVVfiJlgEVyURRZdFNy4r2Ae0tSbptIbmxWQilFLcuRO3/oBb/RzxD/QvvDNNQS2iE5KcOfeeM3PvtSPPjYVhvGW0mdm5+YXsYm5peWV1Lb++UY3DhDus4oReyOu2FTPPDVhFuMJj9Ygzy7c9VrP7pzJeu2E8dsPgQgwi1vKtXuB2XccSRLXzW3rTt8Q194djYHeH8ajdvzRH7XzBKBpq6dPATEEB6SqH+Vc00UEIBwl8MAQQhD1YiOlpwISBiLgWhsRxQq6KM4yQI21CWYwyLGL79O3RrpGyAe2lZ6zUDp3i0ctJqWOXNCHlccLyNF3FE+Us2d+8h8pT3m1Afzv18okVuCb2L90k8786WYtAF8eqBpdqihQjq3NSl0R1Rd5c/1KVIIeIOIk7FOeEHaWc9FlXmljVLntrqfi7ypSs3DtpboIPeUsasPlznNOgul80D4vG+UGhdJKOOott7GCP5nmEEs5QRoW8b/GEZ7xoV9qddq89jFO1TKrZxLelPX4C4XCZ2Q==</latexit>

s1
k

<latexit sha1_base64="3i/7rs1fyBfSXnX0sTyF+RidMJI=">AAAC3nicjVHLSsNAFD2Nr1pfVVfiJlgEVyUtii6LblxWsA9oa03SaRuaF5OJUEpx507c+gNu9XPEP9C/8M40BbWITkhy5tx7zsy91wpdJxKG8ZbS5uYXFpfSy5mV1bX1jezmVjUKYm6zih24Aa9bZsRcx2cV4QiX1UPOTM9yWc0anMl47YbxyAn8SzEMWcsze77TdWxTENXO7uhNzxR97o0mwOqOonF7cFUct7M5I2+opc+CQgJySFY5yL6iiQ4C2IjhgcGHIOzCRERPAwUYCIlrYUQcJ+SoOMMYGdLGlMUowyR2QN8e7RoJ69NeekZKbdMpLr2clDr2SRNQHicsT9NVPFbOkv3Ne6Q85d2G9LcSL49YgT6xf+mmmf/VyVoEujhRNThUU6gYWZ2duMSqK/Lm+peqBDmExEncoTgnbCvltM+60kSqdtlbU8XfVaZk5d5OcmN8yFvSgAs/xzkLqsV84ShvXBzmSqfJqNPYxR4OaJ7HKOEcZVTI+xZPeMaLdq3daffawyRVSyWabXxb2uMn49GZ2g==</latexit>

s2
k

<latexit sha1_base64="q0OayphS65j8cPEGO51W/zmv/Hg=">AAAC3nicjVHLSsNAFD2Nr1pfVVfiJlgEVyUVRZdFN26ECvYBba1JOm1D82IyEUop7tyJW3/ArX6O+Af6F96ZpqAW0QlJzpx7z5m591qh60TCMN5S2szs3PxCejGztLyyupZd36hEQcxtVrYDN+A1y4yY6/isLBzhslrImelZLqta/VMZr94wHjmBfykGIWt6Ztd3Oo5tCqJa2S294Zmix73hGFidYTRq9a/OR61szsgbaunToJCAHJJVCrKvaKCNADZieGDwIQi7MBHRU0cBBkLimhgSxwk5Ks4wQoa0MWUxyjCJ7dO3S7t6wvq0l56RUtt0iksvJ6WOXdIElMcJy9N0FY+Vs2R/8x4qT3m3Af2txMsjVqBH7F+6SeZ/dbIWgQ6OVQ0O1RQqRlZnJy6x6oq8uf6lKkEOIXEStynOCdtKOemzrjSRql321lTxd5UpWbm3k9wYH/KWNODCz3FOg8p+vnCYNy4OcsWTZNRpbGMHezTPIxRxhhLK5H2LJzzjRbvW7rR77WGcqqUSzSa+Le3xEyQbmfU=</latexit>

sM
k

Fig. 3. An overview of the DRL-based first responder tracking system. The green part depicts that the first responder’s state is updated by prediction density
in the time prediction stage, and the posterior distribution in the measurement update stage. The blue part represents DRL-based control. Agents observe their
state from the environment and select actions according to the dueling network where the yellow part is the value function estimator and the blue part is the
advantage estimator. For agent-environment interaction, Each agent learns a policy to maximize Q-value and share a global Q-value estimator.

the i-th agent at timestep k comprises of three sub-rewards,
and it is formulated as follows:

rik = R1,k +R2,k −Ri3,k. (30)

The reward rik aggregates sub-rewards into a single scalar,
whose form is most widely used in multi-objective prob-
lems [39]. The selected action combination from the DRL-
based control should be a solution, called Pareto-optimal,
which maximizes the reward in a multi-objective problem [40].
In above equation, R1 and R2 correspond to global reward,
and R3 to difference reward [41, 42]. The global reward,
denoted as G(sk, ak), is given to the agents based on the utility
of the entire system. All agents receive the same global reward,
regardless of the effect of each agent’s action on the entire
system. On the other hand, difference reward Di quantifies
each agent’s individual contribution to the entire system. The
difference reward is given by:

Di(s
i
k, a

i
k) = G(sk, ak)−G(s−ik , a−ik ) (31)

where the counterfactual G(s−ik , a−ik ) is the global reward
without the i-th agent’s contribution to the system, calculated
by assuming the i-th agent is not present. As mentioned before,
global reward functions R1,k and R2,k are given by G1(sk, ak)
and Gs(sk, ak), respectively. For Ri3,k, the utility of the entire

system is represented by G3(sk, ak), and the difference reward
of the i-th agent Di

3,k is expressed by the difference between
G3(sk, ak) and G3(s−ik , a−ik ).

The CRLB variation reward, R1,k, is a global reward
related to how much CRLB is decreased:

R1,k = η1 ×G1(sk, ak) = η1 ×
(

∆Ψ −∆m

∆M −∆m
+ κ1

)
. (32)

The utility of the entire system is the CRLB difference
∆Ψ = Ψk−1 − Ψk between at timestep k − 1 and timestep
k. All agent get positive R1 when they move to a position
with lower CRLB. The absolute value of the CRLB difference
is substantial when the tracking performance significantly
improves or worsens, comparing timestep k and timestep
k − 1. The tuning parameters ∆m and ∆M determined via
experiments are the minimum bound and the maximum bound
of CRLB difference, respectively, where the 95% of CRLB
difference is in the range of [∆m,∆M ]. Two parameters are
used to scale the CRLB difference and make the 95% of the
first term in parentheses in the range of [0,1]. The parameter κ1

adjusts the range of G1(sk, ak) to [−0.5, 0.5]. The parameter
η1 denotes the magnitude of reward functions R1.

The CRLB magnitude reward, R2,k, is a global reward
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representing how small the CRLB Ψk is at time k:

R2,k = η2 ×G2(sk, ak) = η2 ×
(
e−δ·Ψk + κ2

)
. (33)

For reward function R2, the utility is CRLB of the target
state estimator. As CRLB increases, the rewards awarded to
all agents decrease exponentially. The tuning parameter δ
determined by experiments is the degree to which the reward
is reduced. The parameter κ2 adjusts the range of G2(sk, ak)
to [−0.5, 0.5] and the value in parentheses is positive if CRLB
Ψk is smaller than 0.7 ∗ (1/δ). The parameter η2 changes the
magnitude of reward functions R2.

The difference reward, Ri3,k, quantifies the i-th agent’s
contribution to tracking performance:

Ri3,k = η3 ×Di
3,k, (34)

where the tuning parameter η3 changes the range of the reward.
We define the reward Di

3,k as follows:

Di
3,k =

G3(sk, ak)−G3(s−ik , a−ik )

(J−1
j? )−i

=
J−1
j?

(J−1
j? )−i

− 1, (35)

with

j? = argmax
j∈{1,2...N}

| J−1
j − (J−1

j )−i |, (36)

where J−1
j is inverse FIM of the j-th target for all agents

in the system, and (J−1
j )−i is inverse FIM of the j-th target

when the i-th agent is excluded from the entire system. The
notation j? means a target with the largest difference between
J−1
j and (J−1

j )−i. The utility of Ri3,k considers CRLB of the
j?-th target; in other words, the effect of the presence of the i-
th agent on the j?-th target tracking performance. The utility
of UAV system G3(sk, ak) = J−1

j? is the CRLB of the j?-
th target state estimator, and G3(s−ik , a−ik ) = (J−1

j? )−i is the
CRLB of the j?-th target state estimator when the i-th agent is
absent. The difference between G3(sk, ak) and G3(s−ik , a−ik )
is normalized to (J−1

j )−i to adjust the range of Di
3,k to [−1, 0].

The difference reward of the i-th agent approaches −1 when
the i-th agent has a significant impact on the CRLB of the j?-th
target. Therefore, the total reward rik is obtained by subtracting
the difference reward Ri3,k.

4) Reinforcement Learning Training
A conventional DRL process is introduced in Subsec-

tion III-B. The blue part in Fig. 3 illustrates the overall struc-
ture of the DRL-based multiple UAV controller. Each agent
observes its state and selects an action from the global dueling
network described in Subsection III-C. The global network is
updated by the interaction of distributed agents. Details of the
multiple UAVs control algorithm are provided in Alg. 1. In the
beginning, the Q network is initialized with random weights
of θ. The weights of target Q network are replicated as the
weights of Q network θ− = θ. Also, a replay memory, which
stores the recent ND transition tuples, is initialized (Line 1-3).
With every new episode, the DRL-environment is initialized,
and thus the agents learn various tracking strategies by trial
and error during each episode composed of consecutive K
timesteps without any stopping criterion (Line 4-6). Each
agent selects an action corresponding to maximum Q value

Algorithm 1: Multi-UAV control for target tracking
based on DRL
Input : State vector of i-th agent
Output: Action of agent i-th agent

1 Initialize Q network Q with random weights of θ ;
2 Initialize target Q network Q− with weights θ− = θ ;
3 Initialize replay memory D to capacity ND;
4 for Episode := 1, . . . , Nt do
5 Initialize environment ;
6 for Timestep k := 1, . . . ,K do
7 for Agent i := 1, . . . ,M do
8 Select a greedy action

aik = arg max
ak

Qi(sik, ak) with probability

1− ε or a random action with probability
ε ;

9 Execute action aik ;
10 Store the transition sample(

sik, a
i
k, r

i
k, s

i
k+1

)
in replay memory ;

11 end
12 Sample minibatch from replay memory D;
13 Calculate target value using (7);
14 Calculate loss value using (6);
15 Update Q network;
16 Update target Q network every N time steps;
17 end
18 end

with probability 1 − ε or randomly with probability ε. The
probability ε decreases as the training is repeated (Line 7-
8). The transition sample

(
sik, a

i
k, r

i
k, s

i
k+1

)
is stored in the

replay memory D (Line 9-10). A minibatch consisting of
NB transition tuples is sampled uniformly from all transitions
in replay memory D to calculate the target values and loss
function. The weights of the Q network are updated, while
reducing the loss function with the optimizer. Then, target
Q network is updated, duplicating the weights of Q network
every N timesteps (Lines 12-16).

B. FRs State Estimation

We use particle filtering [43] to estimate the posterior
distribution of the target states given the noisy measurements.
As shown in Fig. 3, the target position is first predicted, and
then used as the input to the DRL-based controller. After
the locations of UAVs are determined by the DRL-based
controller, the target position is corrected in the measurement
update step. The main concept of the particle filter is to
construct a posterior distribution p(xk|Y1:k) of target state xk,
given measurements Y1:k = {y1, y2, . . . , yk} up to timestep
k. The time prediction and measurement update is computed
as follows:

p(xk|Y1:k−1) =

∫
p(xk|xk−1)p(xk−1|Y1:k−1)dxk−1,

(37)

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at  http://dx.doi.org/10.1109/JIOT.2021.3073973

Copyright (c) 2021 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



9

p(xk|Y1:k) =
p(yk|xk)p(xk|Y1:k−1)∫
p(yk|xk), p(xk|Y1:k−1)dxk

(38)

where p(xk|xk−1) ∼ N (Φxk−1 + Γννk,ΓωΓᵀ
ωσω) is a

probabilistic model of the state evolution (transitional density)
defined by (14), and p(yk|xk) is a measurement likelihood
function defined by (18).

The green part in Fig. 3 shows the target state estimation
process in the proposed system. In the time prediction stage,
the j-th predicted target state x̃jk is determined by prediction
density p(xjk|Y

j
1:t−1) and is calculated as follows:

x̃jk =

∫
xjk p(x

j
k|Y

j
1:k−1)dxjk. (39)

The predicted target state x̃jk is used as input of the DRL-
based controller to select the UAVs’ actions. Then each UAV
moves to their new position according to actions selected by
the DRL-based controller and receives distance measurements
from the ground targets.

The posterior distribution p(xk|Y1:k) depends on measure-
ment likelihood p(yk|xk) calculated by distance measure-
ments. The measurement likelihood function of the j-th target
is given by:

p(y1j
k , . . . , y

Mj
k |x

j
k,u

1
k, . . . ,u

M
k ) =

M∏
i=1

p(yijk |x
j
k,u

i
k), (40)

where p(yijk |x
j
k,u

i
k) = N

(
yijk |h(c̃jk,u

i
k) + µijk , (σ

ij
k )2
)

is
measurement likelihood function of the j-th target and the
i-th UAV. The posterior distribution is obtained by Bayes’
theorem (38) and the estimated target position x̂jk is obtained
as follows:

x̂jk =

∫
xjk p(x

j
k|Y

j
1:k)dxjk. (41)

VII. SIMULATION RESULTS AND ANALYSIS

To evaluate the performance of the proposed approach, we
have divided our evaluation into five main parts. The first sub-
section introduces settings for target tracking simulation. In the
following two subsections, the results of single-target tracking
and multi-target tracking are presented. We present the CRLB
of the target state estimator and localization error to verify
the tracking performance of DRL-based control, comparing
to CRLB-based control [36] (mentioned in Section V-B),
Genetic Algorithm (GA)-based control [44] and Discrete Par-
ticle Swarm Optimization (DPSO)-based control [45]. The
DRL-based control should maintain the CRLB of the target
estimator during the entire timesteps at the same level as
the CRLB-based control, where it always selects an optimal
action combination. The localization error is defined as Mean
Squared Error (MSE) between the estimated target position
and real target position, which is formulated as:

MSE = E
[ N∑
j=1

(xj − x̂j)2

]
(42)

TABLE I
SIMULATION PARAMETERS

Parameters Unit Value
Experiment 1 Experiment 2

N 1 2
Td [sec] 1 1
αΦ 0.95 0.9
σ2
ω [m/s2]2 0.52 0.52

pl [m/s2] 0.1 0.1
M 3 4
Nθ 4 4
d [m] 2.5 3

∆m -20 -20
∆M 20 20
κ1 -0.5 -0.5
κ2 0.5 0.5
δ 0.02 0.02

σLoS [m] 0.5 0.8
µNLoS [m] 5 5
σNLoS [m] 5 5
α 0.7 0.5
β 10 10
η1 20 10
η2 10 20
η3 10 10
K 100 100

Learning rate 0.0001 0.0001
Training iteration Nt 10000 20000
Population (DPSO) 5 5

Max. generation (DPSO) 10 10
Population (GA) 50 50

Max. generation (GA) 50 100

Fig. 4. Trajectories of three UAVs and one target.

In the fourth subsection, we present two metrics, reward and
run-time, to prove that the proposed approach is effective
for real-time tracking. Finally, the last subsection shows that
the CRLB-based control needs to be replaced with alternative
control methods in larger-scale problems.

A. Simulation Setup

Our experiments are conducted on Ubuntu 16.04 server with
Intel i7-4790K. We use three fully-connected layers with 50
neurons and ReLU activation, Relu(x) = max(0, x). The third
layer is connected to two streams, estimators of value function
and advantage function. The size of replay memory is ND =
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Fig. 5. Elevation angle between UAVs and target.
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Fig. 6. Probability of LoS (α = 0.7, β = 10) in urban environment.

5000, and minibatch is randomly sampled consisting of NB =
128 transition tuples selected from replay memory D. After
the training stage, Each agent selects its action corresponding
to the maximum Q-value from the trained network to verify
the performance of the trained network. Detailed simulation
parameters are presented in Table I.

B. Experiment 1 : Single Target Tracking

In this experiment, there is one ground target, whose
initial state vector is set to [x, ẋ, ẍ, y, ẏ, ÿ, z, ż, z̈]ᵀ =
[40, 0.4, 0, 40, 0.4, 0, 0, 0, 0]ᵀ with units m, m/s,
m/s2, m, m/s, m/s2, m, m/s and m/s2. Initial
positions of three UAVs are [x, y, z] = [20, 25, 25]ᵀm,
[60, 25, 25]ᵀm and [40, 65, 25]ᵀm. The discrete
acceleration level is set to L = Lx × Ly × Lz =
{(0, 0, 0), (1, 0, 0), (−1, 0, 0), (0, 1, 0), (0,−1, 0)} in
units of m/s2.

Fig. 4 shows 3D trajectories of three UAVs, and Fig. 5
presents the elevation angle between UAVs and the target.
Fig. 6 is the probability of LoS where the environment is
urban. At the initial state, three UAVs are the same distance
away from the target. They maintain elevation angles about
45◦ with the target, and the probability that three UAVs
receive LoS is 0.75. When UAVs start monitoring missions, all
UAVs the track ground target for entire timestep. At timestep
1 ≤ k ≤ 10, Three UAVs move closer to the target position
around [40, 40, 0]m. The elevation angle increases from 45◦ to
over 65◦, and UAVs receive get LoS measurement from target
with over probability of 0.99. Between timestep 10 ≤ k ≤ 50,
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Fig. 7. CRLB of four UAV control methods.
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Fig. 8. MSE of four UAV control methods over 100 Monte Carlo experiments.

the target begins to move long distances, as its speed increases.
UAVs adjust their flight direction to catch up with the target.
When timestep is between 50 and 80, the target hovers around
[50m, 70m, 0m], and UAVs also fly close to the target.
Elevation angles of three UAVs are around 75◦ during this
time, and they receive LoS measurement with probability
of 0.998. After timestep k ≥ 80, UAVs select their action
that move to trajectory of the target while keeping a certain
distance from the target. Through this results, we confirmed
that each UAVs select their own actions according to the
trained network, and UAVs adjust their trajectories where they
receive LoS measurement from target with a high probability.

Fig. 7 and Fig. 8 present CRLB and localization error
when UAVs track the target moving in the trajectory shown in
Fig. 4 by four UAV controls: DRL-based control, CRLB-based
control, DPSO-based control, and GA-based control. The
CRLB and localization error of each control are averaged over
100 Monte Carlo experiments. The initial CRLB is around
178.78 for four control schemes. During the entire timestep,
CRLB and MSE of the CRLB-based control decrease more
than the other controls because UAVs adjust their position
corresponding to minimum CRLB among candidate positions.
After timestep k ≥ 10, CRLB and MSE of all control
schemes decrease to about 2.2, although there are fluctuations
in CRLB and MSE of four control schemes. The CRLB and
tracking error depict that the three control methods excluding
the CRLB-based control have a level of CRLB that is not
significantly different from the CRLB of the CRLB-based
control. Through this simulation results, we observe that DRL-
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Fig. 9. Trajectories of four UAVs and two targets.

based control achieves comparable tracking performance to the
CRLB-based control which is the optimal control scheme.

C. Experiment 2 : Multiple Target Tracking

In this experiment, there are two targets whose initial vec-
tor are [x, ẋ, ẍ, y, ẏ, ÿ, z, ż, z̈]ᵀ = [250, 0, 0, 200, 0, 0, 0, 0, 0]
and [250, 0, 0, 300, 0, 0, 0, 0, 0] with units m, m/s, m/s2, m,
m/s, m/s2, m, m/s, and m/s2. Four UAVs are placed in
a square shape in the middle of two targets. The initial
state vectors of four UAVs are [x, y, z] = [240, 240, 25]ᵀm,
[240, 260, 25]ᵀm, [260, 240, 25]ᵀm and [260, 260, 25]ᵀm. The
discrete acceleration level is L = Lx × Ly × Lz =
{(0, 0, 0), (1, 0, 0), (−1, 0, 0), (0, 1, 0), (0,−1, 0)} in units
of m/s2.

Fig. 9 is 3D trajectories of four UAVs and two targets for
entire timesteps. Fig. 10 and Fig. 11 are elevation angles be-
tween four UAVs and each target. Fig. 12 shows the probability
that UAVs receive LoS measurement in the rural environment.
In this environment, it is possible to ensure sufficient LoS at a
lower elevation angle than the environment in Experiment 1.
When all UAVs and targets are in the initial state k = 1, agent
1 and agent 3 are close to target 1 with the same distance.
The other two agents are far from target 1, but closer to
target 2. Four agents maintain elevation angles of 30◦ with
the target, which is closer to themselves. It means that they
receive LoS component with a probability of 0.7 from the
closer target. For target which is far from all UAVs, the initial
elevation angle is about 20◦ and UAVs obtain LoS component
with a probability of 0.3. For timesteps 1 ≤ k ≤ 10, agent
1 and agent 3 move in −y direction to get closer to target
1. They achieve an elevation angle at least 50◦ with target
1, and ensure LoS measurement with a probability of 0.98.
Likewise, agent 2 and agent 4 start to move toward the target
2 in the +y direction. Two agents maintain elevation angle
over 40◦, collecting LoS measurement with a probability of
0.93. During timestep 10 ≤ k ≤ 30, agent 1 and agent 3 move
toward the target 1, and agent 2 and agent 4 track target 2.
Two agents are assigned to one target and ensure sufficient LoS
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Fig. 10. Elevation angle between four agents and target 1.
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Fig. 11. Elevation angle between four agents and target 2.
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Fig. 12. Probability of LoS (α = 0.5, β = 10) in rural environment.

measurement from the assigned target at least a probability of
0.93. The two targets have different trajectories between the
timestep 30 ≤ k ≤ 55, which means the target 1 moves long-
distance about from [250m, 215m, 0m] to [280m, 245m, 0m]
and the target 1 goes around [265m, 315m, 0m]. To obtain LoS
measurement from each assigned target, agent 1 and agent
3 move similar to the trajectories of target 1; in the same
manner, agent 2 and agent 4 fly in the vicinity of target 2. For
that period, each agent achieves the elevation angle over 50◦

with the assigned target, and receives LoS measurement with a
probability of more than 0.98. After timestep k ≥ 55, all UAVs
steer their flight direction properly, maintaining the elevation
angle with two targets over 50◦ to guarantee sufficient LoS
measurements. It is confirmed that the action combination
selected from the DRL-based controller enables the group
of UAVs to maintain a high elevation angle and collect LoS
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TABLE II
REWARD OF DRL-BASED CONTROL AND CRLB-BASED CONTROL IN

EVALUATION STAGE

Experiment Reward
Rdiff Rglob Rtot

Exp. 1 CRLB-based control 29.95 5.22 45.64
DRL-based control 14.22 3.55 24.67

Exp. 2 CRLB-based control 39.99 12.72 90.91
DRL-based control 36.93 9.19 73.70

measurement from the multiple targets.
Fig. 13 and Fig. 14 illustrate CRLB and localization error,

where the results are average over 100 Monte Carlo exper-
iments. For four control schemes, it is shown that CRLB is
greatly reduced from 1123 to 10 between timestep 1 ≤ k ≤ 10.
During that time, CRLB-based control has the best perfor-
mance among the other controls because CRLB-based control
enables UAVs to select action combinations corresponding
to minimum CRLB. For timestep 10 ≤ k ≤ 80, the three
control methods except for the GA-based control maintain
CRLB values between timestep 3 and 8; however, the GA-
based control has a noticeably large CRLB among the all UAV
control schemes. After k ≥ 80, the tracking performance of
GA-based control improved, and its CRLB value is reduced to
8; hence, all UAV controls maintain similar performance. For
the DRL-based control, it maintains the low CRLB value of
about 5 and attains similar tracking performance as the CRLB-
based control for the entire timestep. Besides, as shown in
Fig. 14, localization error follows the same tendency as CRLB.
We observe that DRL-based control achieves the comparable
tracking performance to the CRLB-based control and performs
well in the multiple target tracking scenarios.

D. Reinforcement Learning Performance

We investigate the performance of DRL-based control con-
cerning the reward function that all agents receive during
the training stage and evaluation stage first. The cumulative
difference reward Rdiff , cumulative global reward Rglob and
cumulative total reward Rtot in one iteration are calculated as
follows:

Rdiff =
1

K

K∑
k=1

N∑
i=1

Ri3,k, (43)

Rglob =
1

K

K∑
k=1

(R1,k +R2,k) , (44)

Rtot =
1

K

K∑
k=1

N∑
i=1

rik, (45)

where K is total timestep, presented in Table I. Fig. 15 and
Fig. 16 illustrate the cumulative total reward Rtot received
by all agents for training iteration in Experiment 1 and
Experiment 2, respectively. In Fig. 15 and Fig. 16, total
rewards increase and converge over the whole training stage,
and it means that agents learn policy to maximize the reward
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Fig. 13. CRLB of four UAV control methods
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Fig. 14. MSE of four UAV control methods over 100 Monte Carlo experi-
ments.
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Fig. 15. Total reward curve versus the training iteration of Experiment 1.
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Fig. 16. Total reward curve versus the training iteration of Experiment 2.

by repeating the training iteration. Table II represents Rdiff ,
Rglob and Rtot of two control methods in the evaluation
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TABLE III
COMPARISON OF RUN-TIME BY CONTROL METHODS

Control schemes Run-time [s]
Experiment 1 Experiment 2

GA-based control 0.74 2.02
DPSO-based control 0.47 1.18
CRLB-based control 0.56 1.21
DRL-based control 0.01 0.02

stage. In CRLB-based control, UAVs receive greater Rdiff ,
Rglob and Rtot than DRL-based control because UAVs always
take optimal action with minimum CRLB at their current
positions. There is noticeable difference in Rdiff between two
controls, but DRL-based control achieves comparable Rglob
to CRLB-based control in the evaluation stage. It means that
although the contribution of individual UAVs to the tracking
system is low, DRL-based control maintains similar tracking
performance to CRLB-based control by building adequate
geometry for target tracking.

There is a distinct difference between DRL-based control
and three control methods in run-time. Run-time increases
with the number of UAVs, the number of targets, and the
size of action space. First, the run-time complexity of the
CRLB-based control is O(NM

θ ), which increases with the
size of action space Nθ to the power of the number of UAVs
M because the CRLB-based controller calculates the CRLB
of possible action combinations to determine optimal action
combination corresponding to the minimum CRLB. The run-
time complexity of the DRL-based control is O(1) because
the UAVs select their actions from the trained network. In
order to verify the suitability of DRL-based control in real-
time tracking, we present the time it takes for all UAVs to
select their actions every timestep, as shown in Table III.
In experiment 1, DRL-based control takes 0.01 seconds to
select one action; however, CRLB-based control takes 56 times
longer than DRL-based control, and the run-time of DPSO-
based control and GA-based control requires about 47 times
and 77 times than that of DRL-based control, respectively.
In experiment 2, DRL-based control spends 0.02 seconds
taking one action. DRL-based control is about 61 times
faster than CRLB-based control, 59 times faster than DPSO-
based control, and 101 times faster than GA-based control.
It is confirmed that DRL-based control achieves comparable
performance to CRLB-based control and is more suitable for
real-time tracking than the existing algorithms.

E. Performance in Larger-scale Problem

The CRLB-based control is intractable in the larger-scale
problem with numerous UAVs and large size of action space
because the complexity of the CRLB-based control to select
one action combination increases exponentially with the num-
ber of UAVs. Thus, an alternative control method is needed
such as DRL-based control, DPSO-based control, and GA-
based control. Since the previous two experiments are rela-
tively small-scale problems, the advantages of the alternative
control method are not noticeable. The GA-based control takes
more time than the CRLB-based control in Experiment 1 and
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Fig. 17. CRLB of four control methods in the larger-scale problem.

TABLE IV
COMPARISON OF RUN-TIME BY CONTROL METHODS

IN LARGER-SCALE PROBLEMS

Control schemes Run-time [s]
Mean Std

GA-based control 19.01 0.22
DPSO-based control 18.92 0.14
CRLB-based control 28.94 0.98
DRL-based control 0.02 0

Experiment 2. However, in larger-scale problems, the DPSO-
based control and GA-based control takes less time than the
CRLB-based control because the DPSO-based control and
GA-based control find a sub-optimal solution by iteratively
improving the candidate solutions.

In this experiment, there are one target whose initial vector
are [x, ẋ, ẍ, y, ẏ, ÿ, z, ż, z̈]ᵀ = [250, 0, 0, 200, 0, 0, 0, 0, 0] with
units m, m/s, m/s2, m, m/s, m/s2, m, m/s, and m/s2. Eight
UAVs are located in the vicinity of the target. The initial
state vectors of eight UAVs are [x, y, z]ᵀ = [240, 240, 25],
[240, 260, 25], [260, 240, 25], [260, 260, 25], [240, 250, 25],
[260, 250, 25], [250, 240, 25] and [250, 260, 25] with unit m.
The rest of the parameters are the same as those set in Exper-
iment 2. There are 65536 action combinations that consider
the action space of all UAVs.

Fig. 17 is the CRLB of four control methods for 10
timesteps, which is averaged over 10 Monte Carlo experi-
ments. Table IV is average and standard deviation of run-
time to select one action combination. As shown in Fig. 17,
The CRLB-based control has the lowest CRLB among the
four control methods. The other three control methods achieve
similar performance as the CRLB-based control, finding a sub-
optimal action combination. Regarding run-time to select one
action combination, the DRL-based control takes 0.02 seconds,
which requires the least time. The CRLB-based control takes
the most time to select an optimal solution by calculating the
CRLB of all action combinations. The GA-based control and
DPSO-based control select a sub-optimal action combination
at every timestep and are advantageous in terms of run-time
than CRLB-based control. Through the experiment in the
larger-scale problem, it is confirmed that CRLB-based control
can be replaced with alternative control methods: DRL-based
control, DPSO-based control, and GA-based control, and that
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DRL-based control is the most suitable method for real-time
tracking while achieving performance close to the CRLB-
based control.

VIII. CONCLUSIONS

It is expected that the multiple UAV control scheme for
target tracking is essential for the SAR mission in the disaster
environment. This paper has studied DRL-based multiple
UAVs control to accurately track multiple FRs in the fields,
decreasing CRLB of FRs state estimator. The state of each
UAV is obtained by positions of other UAVs and targets.
According to the trained Q-network, each of the UAVs selects
its action control (i.e., flight direction). We exploited a reward
function consisting of global reward and difference reward to
quantify the effectiveness of the selected actions. Simulation
results demonstrate that the proposed DRL-based multiple
UAVs control is an algorithm that can replace CRLB-based
control, which is advantageous for real-time tracking. For
targets with various paths, DRL-based control enables multiple
UAVs to track/localize target position accurately by improving
the performance of the target state estimator. Besides, UAVs
maintain an elevation angle between UAVs and targets to
ensure sufficient the LoS probability from targets. DRL-based
control achieves low CRLB comparable to that of the CRLB-
based control and requires run-time at least 56x faster than
CRLB-based control.
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